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Abstract—In a distributed multi-antenna system, multiple
geographically separated transmit nodes communicate simultane-
ously to a receive node. Synchronization of these nodes is essential
to achieve a good performance at the receiver. RadioWeaves is
a new paradigm of cell-free massive MIMO array deployment
using distributed multi-antenna panels in indoor environments.
In this paper, we study the carrier frequency synchronization
problem in distributed RadioWeave panels. We propose a novel,
over-the-air synchronization protocol, which we call as Beam-
Sync, to synchronize all the different multi-antenna transmit
panels. We also show that beamforming the synchronization
signal in the dominant direction of the channel between the panels
is optimal and the synchronization performance is significantly
better than traditional beamforming techniques.

Index Terms—RadioWeaves, cell-free massive MIMO, beam-
forming, synchronization, patch antennas.

I. INTRODUCTION

Massive MIMO introduced as a wild academic idea in [1],
has become an integral part of the 5G wireless standard and
is envisioned as a key technology for beyond 5G systems. It
is shown to improve the spectral efficiency of the wireless
networks [2]. To further improve the spectral efficiency, cell-
free massive MIMO, which reduces the inter-cell interference
by employing distributed access points (APs) with no cell
boundaries, is introduced in [3]. Different architectures are
studied with this cell-free networking approach. Recently,
a new paradigm of cell-free network deployment, known
as RadioWeaves is introduced in [4], in which distributed
radio and compute resources are weaved into large surface
areas such as walls. This new RadioWeaves infrastructure is
envisioned to provide high connection density, reliability, and
low latency at unprecedented energy efficiency. RadioWeaves
can achieve high data rates with very low power consumption
was shown in [5].

Coherent reception of the signal at the user, which requires
synchronization among the distributed transmitters, is critical
to achieve the benefits of distributed architectures such as
RadioWeaves. However, in practice, achieving synchronization
is a challenging problem. Each transceiver in a communication
system is equipped with a local oscillator circuit that generates
carrier frequency based on a reference crystal oscillator. Due
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to mismatches in the reference oscillator circuits, different
transceivers generate different carrier frequencies. Further-
more, the generated frequencies drift over time for instance,
due to fluctuations in temperature and voltage. Hence, the
carrier frequency at different transceivers will be different.
This results in a carrier frequency offset between any two
transceiver nodes, which degrades the performance of the
communication system. In order to avoid this problem and to
achieve carrier frequency synchronization in the global system
for mobile (GSM) systems, frequency correction burst signals
(FBs) are sent periodically through the frequency correction
channel (FCCH) [6]. After listening to FBs, receivers tune
their local oscillators to match their carrier frequency with the
transmitter. Different carrier frequency synchronization tech-
niques were studied for a point-to-point orthogonal frequency
division multiplexing (OFDM) system in [7]–[9].

The synchronization techniques developed for a point-to-
point communication system do not extend directly to a
distributed communication system. This is because the receiver
observes a combined signal from different transmit nodes. One
possible way to achieve carrier frequency synchronization is
to provide a common carrier frequency to these distributed
transmit nodes through a wired fronthaul network. However,
this is not a scalable solution as the number of distributed
transmitters increase. To address this issue, over-the-air carrier
synchronization methods were studied in [10]–[12]. AirShare
technique proposed in [10], uses a dedicated emitter to trans-
mit two low-frequency tones over the air. The distributed
transceivers use a dedicated circuit to receive these tones and
generate their reference signal with the frequency equal to
the difference of the two tones. This technique is robust to
variations in temperature and supply voltage at the emitter.
However, it uses out of band frequency resources. In AirSync
technique studied in [11], a primary AP transmits pilots
continuously in the out of the data transmission band. The
secondary APs receive these pilots to estimate the frequency
offset. This technique requires continuous transmission of
the pilots from the primary AP and one dedicated receive
antenna at each secondary AP. A pilot signaling between
anchor APs, which form a connected cover of the network, in
a special synchronization slot to estimate the frequency offset
is proposed in [12]. These estimates are exchanged through
a wired fronthaul connecting the distributed transmit nodes.



The scheme requires geographically dispersed anchor nodes
and requires high anchor AP density.

Focus and Contributions: In this paper, we study over-
the-air carrier frequency synchronization in distributed Ra-
dioWeaves array deployment. The contributions of the paper
can be summarized as follows:

• We propose a novel, over-the-air, carrier frequency syn-
chronization protocol based on digital beamforming,
which we shall refer to as BeamSync, for distributed
multi-antenna panels in RadioWeaves infrastructure. In
BeamSync, we consider one of the panels as primary
panel and others as secondary panels, which need to
synchronize with the primary panel. BeamSync removes
the requirement of dedicated circuits for synchroniza-
tion at transceiver nodes unlike [10], [11]. Moreover,
the scheme does not exchange calibration data through
wired fronthaul connections and enables a faster carrier
frequency synchronization.

• BeamSync exploits the diversity benefits of the multiple
antennas at each panel to beamform the synchronization
signal. The primary panel beamforms the frequency syn-
chronization signal towards the secondary panels in the
dominant direction of the channel between the primary
and secondary panels. The secondary panels estimate
their frequency offset with respect to primary using signal
processing techniques. We show that the optimal beam-
forming direction which minimizes the offset estimation
error is the dominant direction of the channel between
the panels in which the signal is received.

• Our simulations show that BeamSync performs signif-
icantly better than analog beamforming. We show this
for both Rayleigh fading channels with omni directional
antennas and line-of-sight channels with directional patch
antennas. The results also show that the estimation error
decreases significantly as the number of antennas at the
panels’ increases.

Notations: Bold, lowercase letters are used to denote vectors
and bold, uppercase letters are used to denote matrices. R and
C denote the set of real and complex numbers respectively. For
a matrix A, A∗, AT and AH denotes conjugate, transpose and
conjugate transpose of the matrix A respectively. CN (0, σ2)
denotes a circularly symmetric complex Gaussian random
variable with zero mean and variance equal to σ2. Identity
matrix is of size K denoted by IK .

II. SYSTEM MODEL

We consider a distributed RadioWeaves array deployment,
which consists of multiple geographically separated panels
communicating simultaneously to the users as shown in Fig. 1.
Each panel is equipped with multiple antennas, each with
its own radio frequency (RF) chain, and one local oscillator
circuit to generate the carrier frequency. There is no mismatch
between the carrier frequency among RF chains in the same
panel, as all of them are driven by the same oscillator circuit
of the panel. However, the carrier frequencies generated at
different panels will differ. Hence, to synchronize the carrier
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Fig. 1: Distributed RadioWeaves array deployment system
model.

frequency among the panels to a common reference, we
nominate one of the panels as the primary panel and consider
its carrier frequency as the reference. The remaining panels,
which we refer to as secondary panels, synchronize with the
primary.

Let Ns denote the number of secondary panels. Let Mp

denote the number of antennas at the primary panel and Ms,i

denote the number of antennas at the ith secondary panel, for
i ∈ {1, 2, . . . , Ns}. Let Gi ∈ CMp×Ms,i denote the complex
channel gain matrix between the primary panel and the ith

secondary panel. We assume that the channel is reciprocal. Let
fp and fs,i denote the carrier frequencies at the primary panel
and the ith secondary panel, respectively. Then, the carrier
frequency offset of the ith secondary panel with respect to
the primary panel is given by ∆i = fp − fs,i. Each of the
secondary panels estimates its ∆i and compensates during data
transmission to the users.

III. CARRIER SYNCHRONIZATION

In this section, we first describe our BeamSync protocol
based on beamforming for one secondary panel. We then show
that the optimal beamforming direction is the dominant direc-
tion of the channel between the primary and secondary panel in
which the signal is received. We then propose a method to find
the dominant beamforming direction in BeamSync. Finally,
we generalize the BeamSync protocol for multiple secondary
panels.

A. BeamSync Protocol

We now describe the BeamSync protocol for one secondary
panel. For simplicity, we drop the index i of the secondary
panel in the notations. Therefore, Ms, G ∈ CMp×Ms , and ∆,
denote the number of antennas at the secondary panel, the
channel matrix between the primary and secondary panel, and
the frequency offset, respectively. The protocol consists of two
stages described as follows:

Stage-I: The secondary panel transmits a orthonormal pilot
sequence of length τp ≥ Ms from each of its antennas. Let
the columns of the matrix Φ ∈ Cτp×Ms , where ΦHΦ = Iτp ,
denote the set of orthonormal pilot sequences. Let φ(n),



denote the nth row of Φ. Thus, at the nth time instant, the
signal received at the primary panel yp ∈ CMp×1 can be
expressed as

yp(n) =
√
ρGφH(n)ej2πn∆ + wp(n), (1)

where ρ is the normalized signal to noise ratio (SNR) and
wp(n) ∈ CMp×1 is the additive noise with each of the ele-
ments independent and identically distributed (i.i.d.) CN (0, 1).
Let

D∆,τ = diag{ej2π∆, ej2π2∆, . . . , ej2πτ∆} ∈ Cτ×τ . (2)

The collective signal received in τp time instants at the primary
panel, Yp = [yp(1) yp(2) · · · yp(τp)], can be written as

Yp =
√
ρGΦHD∆,τp + Wp, (3)

where Wp = [wp(1) wp(2) · · · wp(τp)].
Stage-II: The primary panel processes the signal Yp

received in stage-I and determines a beamforming vector
a ∈ CMp×1 such that ‖a‖=1. It then beamforms a N length
frequency synchronization signal x. The received signal at the
secondary, ys(n) ∈ CMs×1 at the nth time instant is given by

ys(n) =
√
ρGTax(n)e−j2πn∆ + ws(n), (4)

where x(n) is the nth component of signal x and
ws(n) ∈ CMs×1 is the additive noise with i.i.d. CN (0, 1)
entries. The collective signal received over N times instants
at secondary panel, Ys = [ys(1) ys(2) · · · ys(N)] can be
written as

Ys =
√
ρGTaxTD∗

∆,N + Ws, (5)

where Ws = [ws(1) ws(2) · · · ws(N)]. Secondary panel
needs to estimate its frequency offset ∆ with respect to the
primary from (5). The channel G and the beamforming vector
a are unknown at the secondary panel. Let b = GTa denote
the effective channel. Then (5) can be rewritten as

Ys =
√
ρbxTD∗

∆,N + Ws. (6)

The joint maximum likelihood estimates of b and ∆ are given
by

(b̂, ∆̂) = argmin
b,∆

‖Ys −
√
ρbxTD∗

∆,N‖2. (7)

Solving (7) using non-linear least squares estimation in Gaus-
sian noise [13, Sec. 8.9] with b as a nuisance parameter, the
estimates of b and ∆ are given by

b̂ =
YsD∆,Nx∗
√
ρ‖x‖2

, (8)

∆̂ = argmax
∆
‖YsD∆,Nx∗‖2. (9)

The secondary panel uses ∆̂ to derotate its transmitted signals
to synchronize with the primary panel.

B. Optimal Beamforming Direction

In this section, we derive the optimal beamforming direction
that minimizes the offset estimation error. We look at the

conditions for which the Cramér Rao Bound (CRB) on the
estimate of ∆, is minimized.

Let (·)R and (·)I denote the real and imaginary parts of
a complex number, respectively. Then b = bR + jbI and
ys(n) = ysR(n) + jysI(n). Let

θ = [bT
R bT

I ∆]T, (10)

be the unknown parameter at the secondary panel. From
(6), the signal received at the nth time instant, ys(n) is
distributed as CN (

√
ρbx(n)e−j2π∆n, I). We assume that

the frequency synchronization signal x is real-valued. Thus,
ȳs(n) = [yT

sR(n) yT
sI]

T(n) ∈ R2Ms×1 is distributed as
N (µn(θ),C(θ)), where µn(θ) and C(θ) denote the mean
and covariance of ȳs, respectively parameterized by θ, and
are given by

µ(θ) =
√
ρx(n)

[
bR cos(2πn∆) + bI sin(2πn∆)
−bR sin(2πn∆) + bI cos(2πn∆)

]
, (11)

C(θ) =
1

2
I2Ms . (12)

Using Slepian Bang theorem [13, Sec. 3.9], each element of
the Fisher information matrix (FIM) of θ at nth time instant,
Jn(θ) ∈ R(2Ms+1)×(2Ms+1), can be computed as

[Jn(θ)]k,l =

[
∂µ(θ)

∂θk

]T

C−1(θ)

[
∂µ(θ)

∂θl

]
+

1

2
Tr

[
C−1(θ)

∂C(θ)

∂θk
C−1(θ)

∂C(θ)

∂θl

]
,

(13)
where [·]k,l denotes the (k, l)th element. By computing the
partial derivatives of (11) and (12), we obtain

Jn(θ) = 2ρx2(n)

 IMs
0 2πnbI

0 IMs
−2πnbR

2πnbT
I −2πnbT

R 4π2n2‖b‖2

 . (14)

The received signal ys(n) is independent for different time
instants. Thus, using the additive property of FIM, the overall
FIM of θ, J(θ), is given by

J(θ) =

N∑
n=1

Jn(θ). (15)

The CRB of ∆̂ can be computed from J(θ) as

CRB(∆̂) =
[
J−1(θ)

]
2Ms+1,2Ms+1

, (16)

which is the lower right corner element of J−1(θ). Using the
inverse of a block partitioned matrix [14, Sec. 0.7.3], the CRB
of ∆̂ is given by

CRB(∆̂) =
1

8π2ρ‖b‖2
(∑N

n=1 n
2x2(n)− (

∑N
n=1 nx

2(n))2∑N
n=1 x

2(n)

) .
(17)

From (17), the CRB of ∆̂ will be minimized when
‖b‖2 = ‖GTa‖2 is maximized. Let the singular value
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Fig. 2: BeamSync protocol.

decomposition (SVD) of the channel G be

G = UΣVH, (18)

where U ∈ CMp×Mp and V ∈ Cτp×τp are unitary matrices
and Σ ∈ RMp×τp is a diagonal matrix with singular values of
G in decreasing order. Then,

‖GTa‖2 = aHG*GTa

= aHU*ΣΣTUTa.
(19)

From (19), ‖GTa‖2 is the Rayleigh quotient of matrix G∗GT

with vector a and can be maximized by choosing a = u∗
1.

The vector u1, is the first column of matrix U. Hence, the
optimal beamforming direction a, corresponds to the dominant
direction of the channel in which the signal will be received
at the secondary panel.

From (17), for estimating ∆, the synchronization signal
length N should be at least 2. Moreover, from (17), the
frequency offset estimate ∆̂ can be improved by increasing
the SNR ρ, as well as increasing the synchronization sequence
length N .

C. Estimating Beamforming Direction in BeamSync

From Sec. III-B, it is evident that the optimal direction to
beamform the synchronization signal is the dominant direction
of the channel in which the secondary panel receives the signal
from the primary panel. In practice, the channel G is not
perfectly known at the primary panel. However, as the channel
is reciprocal, the primary panel can estimate the dominant
direction from the signal received from the secondary panel,
without the need to estimate the channel. The primary panel
listens to the pilot signal Φ which is transmitted in all
directions by the secondary panel in stage-I of synchronization

Time 

Synchronize 
all panels

Synchronize 
out of sync

panels

Two stage 
synchronization 

protocol

Data 
Transmission

Initialization

Fig. 3: Synchronization procedure over time.

protocol and computes the dominant direction in which the
signal was received. It can be mathematically expressed as
SVD of Yp given by

Yp = UpΣpV
H
p , (20)

where Up ∈ CMp×Mp and Vp ∈ Cτp×τp are unitary matrices
and Σp ∈ RMp×τp is a diagonal matrix with singular values
of Yp in decreasing order. The columns of Up corresponds
to the direction of the received signal ordered according to
the dominance of power received in each direction. Hence
the optimal beamforming direction is given by a = u∗

p1,
where up1 is the first column of Up. As SNR increases,
primary panel will be able to perfectly determine the dominant
direction of the channel asymptotically, i.e., up1 → u1.

D. Over-The-Air Carrier Synchronization Protocol

We generalize the proposed BeamSync protocol for multiple
secondary panels and the communication flow is shown in
Fig. 2. During the cold start or initialization of the entire
communication system, all the distributed transceivers will be
out of sync. After the initial power up, all the secondary panels
will synchronize with the primary panel in a sequential fashion
using the BeamSync protocol. Afterwards, the distributed
panels can start joint coherent transmission to the users in the
data transmission phase. Moreover, as the carrier frequency
synchronization is done over-the-air without the need of wired
fronthaul connections, it enables a faster carrier frequency
synchronization.

The frequency generated through the local oscillator circuit
can drift over time, for instance due to fluctuations in temper-
ature and voltage. This frequency drift is negligible in a coher-
ence interval. Hence, after the cold start, the synchronization
procedure needs to be done when the secondary panel goes
out of sync, based on a need basis. Thus, the synchronization
procedure dispersed over time is represented in Fig. 3.

IV. SIMULATIONS

In this section, we first outline the simulation parameters.
We then outline other schemes for performance benchmark-
ing our proposed schemes. Finally, the results of our study



Fig. 4: RMSE in Rayleigh fading Channel

on carrier synchronization in distributed RadioWeaves array
deployment is discussed.

Simulation Parameters: For simulations, we consider the
number of antennas at the primary panel and secondary panel
as Mp = Ms = 16. The pilot signal length τp = Ms.
The length of the synchronization signal transmitted from the
primary panel, N = 100. The Monte Carlo trials considered
is 105. We consider the frequency synchronization signal x as

x = [1 sin(2πf) sin(4πf) · · · sin(2πf(N − 1))]T, (21)

where f is the frequency and is chosen to have four full cycles
of sinusoid signal in N time instants.

A. Performance Benchmarking Schemes

In our proposed scheme, the beamforming vector can be
pointed in any direction in 3-dimensional environment and can
be done by digital signal processing techniques. Hence, Beam-
Sync is a fully digital beamforming scheme. For comparison
in the figures we refer our proposed schemes as follows:

1) BeamSync: Proposed scheme, where the received signal
at primary is used to find the beamforming direction
a = u∗

p1.
2) BeamSync-Genie: Proposed scheme, where through an

aid of a genie, we consider that the primary panel per-
fectly knows the channel G. The beamforming direction
is a = u∗

1.
We compare our proposed schemes with the following

beamforming techniques:
3) Analog beamforming: In this scheme, the primary panel

performs transmit beamforming and secondary panel
performs receive beamforming. The beamforming vec-
tors at both the panels are chosen from a fixed set of
beams. In our numerical example, we consider columns
of a DFT matrix as the possible set of orthogonal
beams. Let {fp,k ∈ CMp×1, k = 1, 2, · · · ,Mp} and

Fig. 5: RMSE in direct line of sight channel

{fs,l ∈ CMs×1, l = 1, 2, · · · ,Ms} be the fixed set
of beams available at the primary and secondary pan-
els, respectively. The transmit and receive beamforming
vectors are chosen such that the received signal power
is maximized. Let

k = argmax
k′

‖fH
p,k′Yp‖2, l = argmax

l′
‖fH
s,l′Ys‖2.

(22)
Then, the transmit beamforming vector is ap = f∗p,k,
and the receive beamforming vector is as = fs,l.

4) Analog beamforming-Genie: Same as 3), but we choose
the beamforming vectors based on the perfectly known
channel G through a genie at both primary and sec-
ondary panels. Let

(k, l) = argmax
k′,l′

|fH
p,k′Gfs,l′ |2. (23)

Then, the transmit beamforming vector is ap = f∗p,k,
and the receive beamforming vector is as = fs,l.

B. Results

First, we consider a Rayleigh fading channel between the
primary and the secondary panels. Thus, each element in
G is i.i.d. CN (0, 1). We consider the antennas to be omni-
directional such that the signal can be transmitted and received
in all directions. We use the root mean square error (RMSE)
of the frequency offset estimate as to the performance metric
for comparison. The performance of different schemes in the
Rayleigh fading scenario is shown in Fig. 4. From the plot, it
can be seen that as the SNR increases, the RMSE decreases.
When beamforming is done in the dominant direction deter-
mined from the perfect channel matrix, RMSE is lower for
all SNR values among all the techniques. The performance
of the proposed BeamSync protocol, which uses the dominant
direction determined from the received vector, improves as
SNR increases and matches with BeamSync-genie scheme



Fig. 6: Performance of BeamSync with different number of
antennas Mp = Ms = M , pilot signal length τp = Ms.

at high SNR. This is because, as the SNR increases, the
dominant direction chosen by BeamSync scheme becomes
close to the one chosen from the perfect knowledge of the
channel. Scheme 3, which uses analog beamforming, performs
worse compared to other two schemes for all the SNR values.
This shows that the fully digital beamforming in dominant
direction yields significant performance gain compared to the
analog beamforming with fixed beams. For example, for a
fixed RMSE requirement, the SNR gain is approximately
10 dB for BeamSync.

Fig. 5 compares the performance of the proposed syn-
chronization schemes with other schemes for an indoor Ra-
dioWeaves deployment, where the channel between the panels
will be dominated by the direct line of sight component [5].
We consider the panels are distributed in a 100m×100m×10m
room. We consider directional patch antennas on the panels,
and the primary and secondary panels are on adjacent walls.
The channel and antenna design parameters used are as in
[5]. Due to the strong line of sight signal, frequency offset
can be better estimated at low SNR values compared to
Rayleigh fading scenario. Similar to the Rayleigh fading case,
BeamSync scheme matches with BeamSync-genie scheme at
high SNR and performs better than the analog beamforming
scheme. In this example, for a fixed RMSE requirement, the
SNR gain is approximately 5 dB for BeamSync compared to
the analog scheme.

Fig. 6 compares the performance of the BeamSync protocol
and analog scheme, when a different number of antennas
are deployed at the panel. From the figure, it can be seen
that for a fixed RMSE requirement, the SNR requirement
reduces by 3 dB when the number of antennas is doubled
at the panels for the BeamSync protocol. This is because
the signal can be steered better in the desired direction as
the number of antennas increases in BeamSync [2]. However,

when the analog beamforming is used, the gain in performance
is negligible as the number of antennas increases.

V. CONCLUSION

In this paper, we studied the carrier frequency synchro-
nization in the distributed RadioWeaves array deployment. We
proposed a novel, over-the-air carrier synchronization protocol,
BeamSync, based on digital beamforming to synchronize
different multi-antenna transmit panels in Radioweaves. We
showed that sending the frequency synchronization signal
burst in the dominant direction of the channel between the
panels is optimal. We also proposed a scheme to estimate
the beamforming direction without estimating the channel.
We compared our scheme with analog beamforming scheme
and showed that our proposed protocol can achieve better
carrier frequency offset estimation. This is due to the improved
SNR by beamforming and spatial processing gain. Moreover,
the proposed protocol allows fast synchronization among
the distributed panels. Also, we showed that, the better the
synchronization signal burst is steered towards the secondary
panel, the better is the offset estimation performance.
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