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Abstract—RadioWeaves network operates a large number of
distributed antennas using cell-free architecture to provide high
data rates and support a large number of users. Operating this
network in an energy-efficient manner in the limited available
spectrum is crucial. Therefore, we consider energy efficiency
(EE) maximization of a RadioWeaves network that shares spec-
trum with a collocated primary network in underlay mode.
To simplify the problem, we lower bound the non-convex EE
objective function to form a convex problem. We then propose a
downlink power allocation policy that maximizes the EE of the
secondary RadioWeaves network subject to power constraint at
each access point and interference constraint at each primary
user. Our numerical results investigate the secondary system’s
performance in interference, power, and EE constrained regimes
with correlated fading channels. Furthermore, they show that the
proposed power allocation scheme performs significantly better
than the simpler equal power allocation scheme.

Index Terms—Beyond 5G, RadioWeaves, cell-free massive
MIMO, spectrum sharing, energy efficiency, downlink.

I. INTRODUCTION

RadioWeaves is an emerging technology build upon the
concepts of cell-free massive multiple-input-multiple-output
(CF-mMIMO) and possibly large intelligent surfaces wherein
the antennas and underlying signal processing circuitry are
weaved into large surface areas such as conventional build-
ings and objects [1], [2]. The distributed infrastructure of
RadioWeaves with many antennas provides favorable path loss
conditions and also leverages the benefits of CF-mMIMO such
as macro-diversity i.e., robustness against signal blockage as
user-equipments (UEs) are highly likely to be close to some of
the antennas [3], [4]. Most of the wireless spectrum in lower
frequencies, which have good propagation characteristics, is
already allocated, thus spectrum sharing is crucial to enable
RadioWeaves. Spectrum sharing helps RadioWeaves to support
high data rates and large number of devices while utilizing the
scarce spectrum efficiently [5]–[7].

Accepting the need for spectrum sharing, even the spec-
trum regulators such as Federal Communications Commis-
sion opened 3 GHz (3.55 − 3.70 GHz) and 6 GHz bands
(5.925 − 7.125 GHz) for shared operations [8], [9]. With
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indoor operations as one of its main focus, RadioWeaves, can
take advantage of 350 MHz of bandwidth in the 6 GHz band
that is open for shared indoor operations. Spectrum sharing
has also gained practical attention and is part of the current
and next-generation wireless standards such as long term
evolution (LTE)-license assisted access, MulteFire, Citizen’s
broadband radio service, 5G new radio unlicensed, and IEEE
802.11be [10]. Among different modes of spectrum sharing,
in underlay mode, a low-priority secondary network (SN)
transmits concurrently with an incumbent primary network
(PN) [5], [11]. Hence, the SN must ensure that the interference
caused to the PN is below permissible levels.

Spectrum Sharing: In [5], authors studied a multi-objective
power allocation policy to achieve max-min fairness with com-
mon minimum signal-to-interference-plus-noise-ratio (SINR)
for both PN and SN. This was done for orthogonal multiple
access (OMA) and non-orthogonal multiple access (NOMA)
systems. In [6], authors investigated the sum-rate maximiza-
tion of CF-mMIMO system operating as SN and massive
multiple-input-multiple-output (mMIMO) system as PN. On
similar lines, [7] studied sum-rate maximization of a CF-
mMIMO NOMA system operating as SN and mMIMO as
PN.

Energy Efficiency (EE), which is defined as the number
of information bits that can be reliably transmitted per unit
energy, is an important metric of performance for a communi-
cation network. Maximizing EE provides trade-off between
date rate and the energy spent. The EE of a CF-mMIMO
was studied in [12]–[14]. In [12], the authors proposed a
low-complexity iterative algorithm to maximize the EE of a
CF-mMIMO system. In [13], the authors considered a CF-
mMIMO system with uncorrelated channels and MR pre-
coding. They proposed a downlink power allocation policy
to maximize the EE using second order conic programming.
In [14], EE based resource allocation was explored for a
layered-division multiplexing based non-orthogonal multicast
and unicast transmission systems with simultaneous wireless
information and power transfer. EE has been studied exten-
sively for networks other than CF-mMIMO for instance [15].
EE maximization is also crucial for a distributed network such
as RadioWeaves operating in underlay spectrum sharing mode.
It enables efficient utilization of the energy and spectrum. To
the best of our knowledge there is no prior work on maxi-
mizing EE of a RadioWeave network operating in underlay
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spectrum sharing mode.
Focus and Contributions: We focus on a downlink underlay

centralized RadioWeave network with multiple APs connected
to a CPU and serve multiple secondary UEs. It share spectrum
with a collocated PN with multiple users. Our model is novel
and practical in the following aspects: (i) Firstly, the EE
problem is not studied for an underlay RadioWeave network.
(ii) Secondly, we assume imperfect CSI at the APs to perform
precoding, which is more practical assumption compared to
widely considered perfect CSI. Furthermore, we consider
correlated channel gains at each AP. (iii) Thirdly, only channel
statistics, which vary slowly compared to the instantaneous
channel gains, are assumed at the CPU. (iv) Lastly, we consider
practically motivated average interference constraint [5], [16]
and maximum transmit power constraints, which considers
limitations of the power amplifiers.

Specific contributions are as follows:
• First, we reformulate the non-convex EE optimization

problem into a convex problem by lower bounding the
objective function. For this modified problem, we propose
a downlink power allocation algorithm that attains the
optimal solution.

• We provide a closed-form expression for the achievable
SE of SN RadioWeave network with underlay spectrum
sharing.

• Our numerical results study the impact of interference
constraints on the EE of a RadioWeave network. They
also show that the proposed power allocation policy
performs significantly better than the simpler policy that
allocates equal power to each user.

Notations: Boldface lowercase letters, a, denote column
vectors and boldface uppercase letters, A, denote matrices.
The superscripts (·)∗, (·)T , and (·)H denote conjugate, trans-
pose, and Hermitian transpose, respectively. The N × N
identity matrix is denoted by IN . The absolute value of a
scalar and l2 norm of a vector are denoted by | · |, and ∥ · ∥,
respectively. We denote expected value of a random variable
x as E{x}. We use z ∼ CN (0,C) to denote a circularly
symmetric complex Gaussian random vector with covariance
matrix C.

II. SYSTEM MODEL AND CHANNEL ESTIMATION

The system model is shown in Fig. 1. In it, a RadioWeave
SN shares spectrum with a PN in underlay mode [5]. The
primary base station (P-BS) with M antennas serves Kp

single-antenna primary user equipments (P-UEs). The SN
consists of L secondary APs (S-APs), each equipped with N
antennas, and serves Ks single-antenna secondary user equip-
ments (S-UEs). Both PN and SN operate in TDD mode. Fur-
thermore, they operate synchronously performing uplink and
downlink operations at the same time. We consider correlated
Rayleigh fading for all the links. Let hkl ∼ CN (0,Rkl),
usp-jl ∼ CN (0,Csp-jl), ups-i ∼ CN (0,Cps-i) and
gm ∼ CN (0,Dm) denote the channel gains from l-th S-AP
to k-th S-UE, l-th S-AP to j-th P-UE, from P-BS to i-th S-
UE, and P-BS to m-th P-SU respectively, and Rkl ∈ CN×N ,

Fig. 1: Network Model.

Csp-jl ∈ CN×N , Cps-i ∈ CM×M and Dm ∈ CM×M denote
corresponding channels correlation matrices. We assume that
the channel gains hkl, usp-jl, ups-i and gi are independent of
each other. We assume that the channel statistics are known at
the S-APs and the CPU. We now describe the uplink channel
estimation and downlink data transfer phases of the SN.

A. Channel Estimation

Let τc denote the length of the coherence interval over
which channel is constant and τp ≤ τc denote the length
of the pilot sequence. We consider τp mutually orthogonal
pilot sequences, Φ = [ϕ1, . . . ,ϕτp ] ∈ Cτp×τp such that
∥ϕt∥ =

√
τp, t = 1, . . . , τp are distributed between secondary

and primary networks. The pilot allocation scheme is based
on the categorization of pilot sequences as Φ = [Φ0,Φp,Φs]
where Φ0 ∈ Cτp×τ1 denote the pilot sequences shared by both
PN and SN, Φp ∈ Cτp×τ2 denote the pilot sequences allocated
to only PN and Φs ∈ Cτp×τ3 denote the pilot sequences
allocated to only SN, with τ1 + τ2 + τ3 = τp.

S-APs employ minimum-mean square estimation (MMSE)
to obtain channel estimates ĥkl. Let tk ∈ {1, . . . , τp} denote
the index of the pilot sequence assigned to S-UE k. Fur-
thermore, let Sp

k and Ss
k be the set of P-UEs and S-UEs,

respectively, that share the same pilot sequence as S-UE k.
The pilot signal received at S-AP l is given by

Yp
l =

√
ηs

Ks∑
i=1

hilϕ
T
ti +

√
ηp

Kp∑
j=1

usp-jlϕ
T
tj +Nl, (1)

where ηs ≥ 0 and ηp ≥ 0 are the pilot powers used by the
S-UEs and P-UEs, respectively, and Nl ∈ CN×τp is the noise
at the receiver with independent and identical entries drawn
from CN (0, σ2) with σ2 being the noise power.

The projection of Yp
l on ϕtk

is given by

yp
tkl

= Yp
l ϕ

∗
tk
/
√
τp,

=
√
ηsτp

∑
i∈Ss

k

hil +
√
ηpτp

∑
j∈Sp

k

usp-jl + ntkl, (2)
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where ntkl = Nlϕ
∗
tk
/
√
τp ∼ CN (0, σ2IN ) is noise. The

MMSE channel estimate ĥkl based on yp
tkl

is

ĥkl =
√
ηsτpRklΨ

−1
tkl

yp
tkl

, (3)

where

Ψtkl = ηsτp
∑
i∈Ss

k

Ril + ηpτp
∑
j∈Sp

k

Csp-jl + σ2IN . (4)

Also, from MMSE estimation theory, it follows that ĥkl ∼
CN (0, R̂kl) and the estimation error h̃kl = hkl − ĥkl ∼
CN (0, R̃kl) where R̂kl = ηsτpRklΨ

−1
tkl

Rkl and R̃kl =

Rkl − R̂kl.

B. Downlink Payload Transmission

Let pil ≥ 0 denote the transmit power allocated for S-AP l
to transmit message symbol qi with E{|qi|2} = 1 to S-UE i.
It employs MR precoding as a function of channel estimates,
which is given by [17]

wil =
ĥil√

E{∥ĥil∥2}
, (5)

and transmits

xl =

Ks∑
i=1

√
pilwilqi, l = 1, . . . , L. (6)

Therefore, the signal received at S-UE k is given by

yk =

L∑
l=1

hH
klxl + dk + nk, (7)

=

L∑
l=1

√
pklh

H
klwklqk +

Ks∑
i=1
i̸=k

L∑
l=1

√
pilh

H
klwilqi + dk + nk,

where dk = aHk x̄p is the interference at the kth S-UE from
the P-BS, x̄p is the primary transmit signal with correlation
matrix Qp = E{x̄px̄

H
p }, and nk ∼ CN (0, σ2) is the additive

thermal noise at S-UE k. We note that x̄p is independent of
ak and that the interference signal dk is independent of the
channels and data signals of the SN.

We assume that S-UE k knows only the statistics of
the effective channel gain from each of the S-APs i.e.,
E
{
hH
klwkl

}
, for l = 1, . . . , L. For S-UE k, let DKk =∑L

l=1

√
pklE

{
hH
klwkl

}
qk denote the desired message symbol

qk transmitted over known effective channel gains. Adding and
subtracting DKk to (7), yk can be rewritten as

yk = DKk +DUk +UIk + dk + nk (8)

where,

DUk =

L∑
l=1

√
pklh

H
klwklqk −DKk, (9)

UIk =

Ks∑
i=1
i̸=k

L∑
l=1

√
pilh

H
klwilqi. (10)

The above notations DUk, UIk can be interpreted as desired
symbol qk transmitted over unknown channel and inter-user
interference from other S-UEs, respectively. From (8), the
effective SINR Γk can be written as

Γk =
|DKk|2

E{|DUk|2}+ E{|UIk|2}+ ς2k
, (11)

where ς2k = Tr(QpCps-k) + σ2 represents interference-plus-
noise-power at S-UE k. Then, SEk, the achievable net SE for
UE k is given by

SEk =

(
1− τp

τc

)
log2 (1 + Γk) bit/s/Hz. (12)

In literature the capacity bound presented in (12) is called as
use-and-forget bound [18].

The SINR Γk can be computed in closed form

Γk =

(
L∑

l=1

√
pklakkl

)2

Ks∑
i=1

L∑
l=1

pilbikl +

Ks∑
i=1,i̸=k

(
L∑

l=1

√
pilaikl

)2

+ σ2
k

(13)

where

bikl =
Tr(RilΨ

−1
til

RilRkl)

Tr(RilΨ
−1
til

Ril)
(14a)

aikl = ISs
k
(i)

ηsτpTr(RilΨ
−1
til

Rkl)√
ηsτpRilΨ

−1
til

Ril

, (14b)

with ISs
k
(i) = 1, when i ∈ Ss

k and ISs
k
(i) = 0, when i /∈ Ss

k.
Observe that if there is no pilot contamination then aikl =
0, i ̸= k. For derivation of these terms we refer to [17].

III. PROBLEM FORMULATION

Let p = [p11, . . . , pK1, . . . , p1L, . . . , pKL]
T denote the

transmit power allocation vector. The total power consumed
PT (p) at all APs during downlink transmission is given by

PT (p) = ζ

L∑
l=1

Ks∑
i=1

pil + ξ

Ks∑
i=1

B · SEi(p) + PC, (15)

where ζ is the inverse of power amplifier efficiency, B is the
secondary system bandwidth, ξ is the throughput dependent
front-haul power consumption factor expressed in Watt/bit/s,
and PC is the total circuit power consumption. The EE of
the secondary system as a function of the transmit power
allocation vector p is equal to the ratio between the sum
throughput and the total power consumed at all S-APs, i.e.,

EE(p) =

∑Ks

k=1 B · SEk(p)

PT (p)
. (16)

An important point to note here is that the power allocation
policy that maximizes (16) remains same when the throughput
dependent power term, PT (p), is replaced by a throughput
independent power term PT (p) = ζ

∑L
l=1

∑Ks

i=1 pil +PC. A
proof for this observation follows similar steps as described
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in Appendix B of [13]. This change simplifies the problem
at hand. Therefore, we use PT (p) in the denominator of our
objective function when we state our optimization problem.

We consider the following two constraints:
• Peak Transmit Power constraint at each S-AP: The total

transmit power at each S-AP is constrained by a maxi-
mum transmit power Pmax, i.e.,

Ks∑
i=1

pil ≤ Pmax, l = 1, · · · , L. (17)

• Average Interference Constraint [5], [16]: The interfer-
ence signal at P-UE m is given by

yspm =

L∑
l=1

uH
mlxl. (18)

Therefore, the average interference seen by the m-th P-
UE is given by

E{|ysp
m |2} =

L∑
l=1

Ks∑
i=1

pilϑiml, (19)

where ϑiml = Tr(R̂ilCsp-ml)/Tr(R̂il). The average
interference constraint limits the average interference at
each P-UE to be below a threshold Ith i.e., E{|ysp

m |2} ≤
Ith.

Our aim is to develop an optimal downlink power allocation
policy, p∗, that maximizes the EE of the secondary network
subject to a peak transmit power constraint and the average
interference constraint. It can be written as the following
optimization problem:

max.
p

∑Ks

k=1 B · SEk(p)

PT (p)
, (20a)

s.t.
Ks∑
i=1

pil ≤ Pmax, l = 1, . . . , L, (20b)

L∑
l=1

Ks∑
i=1

pilϑiml ≤ Ith, m = 1, . . . ,Kp (20c)

pil ≥ 0, i = 1, . . . ,Ks; l = 1, . . . , L. (20d)

Though the constraints (20b), (20c) and (20c) are convex the
problem in (20) is non-convex as the objective function (20a)
is non-convex. To circumvent the non-convexity problem,
we provide a suitable convex lower bound on EE problem
(20) and solve it instead. Before we state the convex lower
bound problem, we recollect the following two facts: (i) the
geometric mean of positive variables is concave and (ii) the
trace of product of any two positive semi-definite matrices
is non-negative. Thus, all the terms in (13) are non-negative.
Moreover, the terms in the numerator and denominator of
SINR Γk are positive weighted sums of geometric mean terms
which are concave.

Although, the numerator and denominator terms of Γk are
concave, Γk is not concave. So to tackle this, we rewrite
the sum SE as the difference of two concave functions (the

logarithm of a concave function is concave) i.e.,
∑K

k=1 SEk =
f1(p)− f2(p), where f1(p) and f2(p) are given in (23) and
(24), respectively given at the top of the next page. Next, we
upper bound the function, f2(p), with its first-order Taylor
series expansion making overall function lower bound on the
sum SE i.e.,

Ks∑
k=1

SEk(p) = f1(p)− f2(p),

≥ f1(p)− f̄2(p,p0),

(21)

where f̄2(p,p0) is first order Taylor’s series expansion of
f2(p) around p0 = [p011, . . . , p01L, . . . , p0K1, . . . , p0KL]

T

given by

f̄2(p,p0) = f2(p0) +∇f2(p0)
T (p− p0). (22)

With the above approximation the equivalent EE maximiza-
tion problem in (20) transforms to a fractional concave-linear
problem, which can be solved efficiently using Dinkelbach’s
algorithm [19] to obtain the global optimal solution. The
convex sub-problem that is needed to be solved in iteration
n is given by

Pn :
max.

p
F (λn)

s.t. (20b), (20c), and (20d),
(25)

where F (λn) = f1(p) − f̄2(p,p0) − λnPT (p). Let
EElb(p,p0) = (f1(p) − f̄2(p,p0))/PT (p) denote the
lower bound on the objective function (20a). Algorithm 1,
presents the pseudo-code to obtain the solution for (20) with
EElb(p,p0) as the objective. The computational complexity
of the sub-problem in (25) is polynomial in the number of
variables and constraints [19].

It is worth noting that the computation of the power coeffi-
cients is done at the CPU and is dependent only on statistics
of all channel links. Since, channel statistics vary slowly, the
power coefficients computed remain valid for a long time. On
the other hand S-APs compute the precoders locally based
on the instantaneous channel estimates. Hence, only power
control coefficients need to sent from CPU to the APs, which
reduces the data exchange over the front-haul links.

Algorithm 1 Sequential Dinkelbach’s Algorithm
1. For a given Pmax; Ith; Choose p0 from feasibility set;

Initialize t = 0;
2. Repeat

a. Initialize ϵ > 0; n = 0;λn = 0;
b. Repeat

(i). n = n+1;
(ii). Solve the sub-problem Pn in (25); Let the optimal

power coefficients vector be p∗
n;

(iii). F (λn) = f1(p
∗
n)− f̄2(p

∗
n,pt)− λnPT (p

∗
n);

(iv). λn =
f1(p

∗
n)− f̄2(p

∗
n,pt)

PT (p∗
n)

;

Until F (λn) ≤ ϵ
c. Set t = t+ 1;
d. Set pt = p∗

n;
Until EElb converges.
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f1(p) =

Ks∑
k=1

log2

ς2k +

Ks∑
i=1

L∑
l=1

pklbikl +

Ks∑
i=1,i̸=k

L∑
l=1

L∑
l′=1

√
pil

√
pil′aiklaikl′ +

L∑
l=1

L∑
l′=1

√
pkl

√
pkl′akklakkl′

 (23)

f2(p) =

Ks∑
k=1

log2

ς2k +

Ks∑
i=1

L∑
l=1

pklbikl +

Ks∑
i=1,i̸=k

L∑
l=1

L∑
l′=1

√
pil

√
pil′aiklaikl′

 (24)

IV. NUMERICAL RESULTS

We now evaluate the performance of the proposed power
allocation algorithm using numerical simulations. Our simula-
tion setup is as follows. The secondary RadioWeave network
is in a room of size 125 m × 125 m and PN is an outdoor
setup with users distributed in an area of 100 m×100 m. The
S-APs are placed on the walls of the room with equal spacing
and at a vertical height of 5 m above the floor. The S-UEs
are uniformly distributed inside the room. Similarly, P-UEs
are uniformly distributed in the PN area and its base station
located in the center of PN with vertical height of 5 m above
the plane of S-UEs/P-UEs. We have set L = 6, N = 4,Ks =
4,M = 5, and Kp = 4. One instant of the simulation setup is
shown in Fig. 2.
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Fig. 2: An example of the simulation setup considered.
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Fig. 3: Comparison of optimal and equal power allocation
schemes with EE versus Pmax at S-APs under interference
and power constrained regimes.

Let dkl denote the distance between S-UE k and S-AP l. The
thermal noise variance and path-loss between S-APs and S-
UEs are modeled as σ2 = −174+10 log10(B)+NF dBm and
βkl = −30.5 + 36.7 log10(dkl/1 m) dB, respectively, where
B = 20 MHz, and the noise figure NF = 9 dB. The same
path loss model is considered between P-UEs and S-APs. We
consider τc = 2000, τp = 8, ξ = 0.25W/(Gbit/s), ζ =
1.4, PC = 1W. We assume that P-BS employs MR precoding
(normalized similar to (5)) with its MMSE channel estimates
{ĝi, i = 1, . . . ,Kp} and accordingly Qp can be computed as

Qp =

Kp∑
i=1

D̂i

Tr(D̂i)
, (26)

where D̂i = E{ĝiĝ
H
i }.

The spatial correlation is modeled using a local scattering
model where each AP has a uniform linear array with half
wavelength antenna spacing and the multipath components
are Gaussian distributed in the angular domain with a 15
degree standard deviation around the nominal angle to the user.
We solved each iteration of Dinkelbach’s algorithm using an
interior-point method. All the plots are average over 100 setups
of uniformly distributed S-UEs/P-UEs.

We compare the performance of the proposed power alloca-
tion algorithm with a simpler equal power allocation scheme,
in which

pil = min

{
Pmax

Ks
,
Ith
V1

, . . . ,
Ith
VKp

}
, (27)

where Vm =
∑L

l=1

∑Ks

i=1 ϑiml.
Fig. 3 plots EE as a function of the maximum transmit

power Pmax for different values of the interference threshold
normalized by the noise power i.e., Ith/σ2. The performance
of both optimal power allocation and equal power allocation
corresponding to interference constrained and interference
unconstrained regimes are shown. For small values of Pmax,
the EE increases with increasing Pmax. The interference
constraint in this region is inactive and the performance is
limited by Pmax. As Pmax increases the EE saturates to a
value dependent on Ith/σ2. Interference Constrained Regime
(Ith/σ2 = −3 dB and Ith/σ2 = −10 dB): In this regime,
the EE depends on the value of Ith/σ2. This happens at
Pmax = 14 dBm for Ith/σ2 = −3 dB and Pmax = 10 dBm for
Ith/σ2 = −10 dB. Here, the interference constraint is active
and the performance is independent of Pmax. We see a similar
trend for equal power allocation scheme as well. However, the
proposed power allocation performs significantly better. For
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example, when Pmax = 15 dBm and Ith/σ2 = −3dB its EE
30 Mbit/J higher than the equal power allocation.

Interference Unconstrained Regime: In this regime, the
EE of optimal power allocation increases for small Pmax

and saturates for large Pmax. This is because the optimal
power allocation algorithm transmits with a total power lower
than Pmax to maximize the EE. The saturation happens at
Pmax = 14 dB. However, the trend for the equal power
allocation is not similar. It increases as Pmax increases initially
and then decreases. This is because at high power the sum
throughput grows logarithmically while the total power grows
linearly causing EE to decline rapidly.

Fig. 4 plots the EE as a function of the normalized interfer-
ence threshold i.e., Ith/σ2. Similar to Fig. 3 the performance
for the optimal and equal power allocation policies are shown.
Interference Constrained Regime: In this regime, EE increases
with increase in interference threshold, invariant to Pmax. This
is observed in Fig. 4 up to Ith/σ2 = −8 dB. A similar trend
is observed for equal power allocation up to Ith/σ2 = −2 dB.
Power Constrained Regime: In this regime, EE is limited by
Pmax and the interference constraint is inactive. It can be
observed at Ith/σ2 = 4 dB for both Pmax = 30 dBm
and Pmax = 10 dBm. A similar trend is observed for equal
power allocation with Pmax = 10 dBm. However, with
Pmax = 30 dBm, equal power allocation has a different
behavior. This trend is similar to the reasons as explained
for Fig. 3 i.e., for the interference unconstrained regime more
power (linear increase) is allocated to gain (logarithmic gain)
very little sum throughput causing the EE to decline as shown
in Fig. 4.
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Fig. 4: Comparison of optimal and equal power allocation
schemes with EE versus Ith at P-UEs under interference and
power constrained regimes.

V. CONCLUSION

In this paper, we proposed a power allocation policy that
maximizes the EE of an average interference constrained
secondary RadioWeave network. The iterative algorithm pro-
posed requires only channel statistics and enables efficient

utilization of energy and spectrum. Our numerical results
demonstrated that the behavior of EE depends on different
regime of operation. They show that the EE limited either by
the interference constrained regime or the power constrained
regime. Furthermore, they show that the proposed algorithm
performs significantly better than the simple equal power
allocation.

REFERENCES

[1] L. Van der Perre, E. G. Larsson, F. Tufvesson, L. D. Strycker, E. Björn-
son, and O. Edfors, “Radioweaves for efficient connectivity: analysis and
impact of constraints in actual deployments,” in Proc. of 53rd Asilomar
Conference on Signals, Systems, and Computers, Nov 2019, pp. 15–22.

[2] U. K. Ganesan, E. Björnson, and E. G. Larsson, “Radioweaves for
extreme spatial multiplexing in indoor environments,” in Proc. of 54th
Asilomar Conference on Signals, Systems, and Computers, Nov 2020,
pp. 1007–1011.

[3] H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta,
“Cell-free massive MIMO versus small cells,” IEEE Transactions on
Wireless Communications, vol. 16, no. 3, pp. 1834–1850, March 2017.

[4] G. Interdonato, E. Björnson, H. Q. Ngo, P. Frenger, and E. G. Lars-
son, “Ubiquitous cell-free massive MIMO communications,” EURASIP
Journal on Wireless Communications and Networking, vol. 2019, no. 1,
p. 197, 2019.

[5] D. L. Galappaththige and G. A. A. Baduge, “Exploiting underlay spec-
trum sharing in cell-free massive MIMO systems,” IEEE Transactions
on Communications, pp. 1–1, 2021.

[6] F. Rezaei, C. Tellambura, and A. Tadaion, “Rate enhancement for
distributed massive MIMO systems with underlay spectrum sharing,” in
Proc. of IEEE Vehicular Technology Conference (VTC2020-Fall), Nov
2020, pp. 1–5.

[7] F. Rezaei, A. R. Heidarpour, C. Tellambura, and A. Tadaion, “Underlaid
spectrum sharing for cell-free massive MIMO-NOMA,” IEEE Commu-
nications Letters, vol. 24, no. 4, pp. 907–911, 2020.

[8] Federal Communications Commission (FCC), “Amendment of the com-
mission’s rules with regard to commercial operations in the 3550-3650
MHz band,” Tech. Rep. FCC-15-47, Feb. 2015.

[9] ——, “Unlicensed use of the 6 GHz band; Expanding flexible use in
mid-band spectrum between 3.7 and 24 GHz,” Tech. Rep. FCC-20-51,
2020.

[10] E. Au, “Ieee 802.11 be: Extremely high throughput [standards],” IEEE
Vehicular Technology Magazine, vol. 14, no. 3, pp. 138–140, 2019.

[11] M. El Tanab and W. Hamouda, “Resource allocation for underlay
cognitive radio networks: A survey,” IEEE Communications Surveys
Tutorials, vol. 19, no. 2, pp. 1249–1276, 2017.

[12] M. Alonzo, S. Buzzi, A. Zappone, and C. D’Elia, “Energy-efficient
power control in cell-free and user-centric massive MIMO at millimeter
wave,” IEEE Transactions on Green Communications and Networking,
vol. 3, no. 3, pp. 651–663, 2019.

[13] H. Q. Ngo, L.-N. Tran, T. Q. Duong, M. Matthaiou, and E. G. Larsson,
“On the total energy efficiency of cell-free massive MIMO,” IEEE
Transactions on Green Communications and Networking, vol. 2, no. 1,
pp. 25–39, 2018.

[14] F. Tan, P. Wu, Y.-C. Wu, and M. Xia, “Energy-efficient non-orthogonal
multicast and unicast transmission of cell-free massive MIMO systems
with SWIPT,” IEEE Journal on Selected Areas in Communications,
vol. 39, no. 4, pp. 949–968, 2021.

[15] L. Sboui, Z. Rezki, and M.-S. Alouini, “Energy-efficient power allo-
cation for underlay cognitive radio systems,” IEEE Transactions on
Cognitive Communications and Networking, vol. 1, no. 3, pp. 273–283,
Sep. 2015.

[16] R. Sarvendranath and N. B. Mehta, “Antenna selection with power
adaptation in interference-constrained cognitive radios,” vol. 62, no. 3,
pp. 786–796, Mar. 2014.
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